
Preparing for the AI Crisis

A Plan for 
Canada
Accelerating developments in AI are enabling important opportunities, but growing concerns about its impacts are early symptoms of 

a brewing global crisis. Leading AI labs such as OpenAI and Google DeepMind are developing smarter-than-human AI, and could 

succeed in as little as 1-3 years. Its scale of impact will likely bring widespread upheaval to the economy, geopolitics, and almost all 

aspects of Canadians� lives. Canada�s only option is a global solution, and is well placed to lead one. This white paper outlines what 

federal political leaders need to do. 

Artificial Intelligence Governance & Safety Canada (AIGS) is a nonpartisan not-for-profit and a 
community of people across the country, working to ensure that advanced AI is safe and beneficial 
for all. Since 2022, AIGS has provided the federal government with forward-looking public interest 
policy, and the top recommendation from its 2023 and 2024 white papers were adopted.
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Where is AI headed?

Key areas of uncertainty are U
1
 : how many technical breakthroughs are needed to reach AGI, and U2 : 

whether the current exponential rate of progress will continue. This determines U3 : how much time 

governments have to prepare for smarter-than-human AI and its far-reaching implications.

C H A R T  1

High-level sketch of 

AI capabilities and 

impacts over time. 

While the first generations of AI-powered systems such as ChatGPT, drones, and digital companions have impressed audiences and 

reshaped lives, they are just the beginning. With human intelligence staying the same, and artificial intelligence getting better by the day,     

  we are heading into a world in which AI can outperform us in all domains.   This includes ones where we currently still hold a clear 

advantage, such as critical thinking, leading organisations, and caring for people. With advances in robotics, physical tasks will not be far 

behind. Artificial General Intelligence (AGI) is the industry term for the first systems that can match or outcompete human beings in the 

real world. They will likely be followed by vastly smarter ones (Artificial Superintelligence, or ASI) shortly thereafter.

AGI and ASI represent the full potential of AI, offering unparalleled opportunities in areas like healthcare and climate, but also unprece-

dented social upheaval and safety risks. Most notably, AGI represents a turning point in human-AI dynamics. As AI becomes more 

reliable than us at understanding the world, performing work, and making decisions, we will increasingly defer to it in our personal and 

societal affairs. This paper therefore focuses on the period before ASI � beyond that, human policy guidance will be less useful than what 

smarter-than-human systems provide.

There is a wide range of expert opinion as to when the first human-level systems will be built. Current AI systems already surpass us in 

areas like breadth of knowledge, human persuasion, and speed of action, and it is difficult to know which capabilities will be added next. 

However, its economic potential and near-term feasibility have many of the leading tech companies � including OpenAI, Google Deep-

Mind, and Meta stating AGI is their goal and that 1-3 year timelines are possible. While they could be wrong, recent breakthroughs and 

trends give credence to this scenario. Given AGI�s outsized implications on human life and that there won't be a second chance to 

prepare, uncertain but potentially short timelines mean that    governments need to launch preparations now.

https://www.technologyreview.com/2025/05/19/1116779/ai-can-do-a-better-job-of-persuading-people-than-we-do/
https://en.wikipedia.org/wiki/Artificial_general_intelligence
https://openai.com/about/
https://metr.org/blog/2025-03-19-measuring-ai-ability-to-complete-long-tasks/
https://judiciary.house.gov/sites/evo-subsites/republicans-judiciary.house.gov/files/evo-media-document/toner-testimony.pdf
https://ourworldindata.org/grapher/test-scores-ai-capabilities-relative-human-performance
https://www.gov.uk/government/publications/international-ai-safety-report-2025/international-ai-safety-report-2025#update-latest-ai-advances


With every aspect of human life shaped by intelligence � work, relationships, health, culture, politics, the environment, etc. � 

widespread disruption from    AGI development will likely cause overlapping crises.    We outline here some of the most prominent, but 

others � such as misinformation and deepfakes disrupting public communication � may also reach national crisis levels:
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Likely impacts as AI capabilities increase: Timing of the crisis points (coloured areas) are best estimates and will likely vary. 

Other AI impacts (e.g. misinformation) may also reach crisis levels.

Major accidents 
& attacks

Geopolitical conflicts

Job displacement

Economical and 
fiscal shocks

Public unrest

Cyberattacks 

Drone Warfare

Generative AI

2022 - 2025

Coding tools

Chatbots

Image generators

Agentic AI

2025 to ?

AI employees

AI assistants

Robotaxis

AGI

2027?

ASI

2029?

Mass Robotics

2040?

AI as primary policy advisor

AI as primary driver of growth, new technology

AI CEOs                                      Robot labourers

Chip export bans 

�Winning the AI race� rhetoric

Sectoral disruption e.g 

software, arts, customer care 

AI boom/bust cycles

Polls showing concern, 

distrust

Biorisk 

Deceptive behaviour

Preemptive strikes?

Conflict over Taiwan?

High job turnover

First significant losses?

Income tax loss ? 

EI needs increase?

AI becomes a top 

political issue?

Loss of control risks 

AGI-powered terrorism

AGI-led warfare

White collar layoffs

Major income tax loss?

Widespread assistance needs?

Mortgage defaults? Consumer shifts?

Street protests?

Attacks on AI labs?

Physical job losses

Safety solved?

ASI-enforced security?

ASI-enforced peace?

Post-work world?

New economic systems?

Order restored?
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The Elements of a Global Crisis

Major accidents and attacks: By definition, AGI systems will be able to outperform human beings in the real world. If poor design 

or accident lead an AGI system to cause harm and refuse to get shut off, there is no guarantee governments and labs can ever 

regain control. This is why leading scientists warn of catastrophic risks. Moreover, AGI-powered terrorist attacks could be devas-

tating.

Geopolitical conflict: AGI could severely disrupt the current military balance of power. There is a potentially decisive first-mover 

advantage to whoever can build AGI first and harness it to stop rival AI development. States will face enormous pressure to 

pre-emptively impede rivals from racing ahead.

Jobs displacement: AGI and advanced robotics will be able to perform all economically valuable work better than humans can. 

Systemic jobs impacts are unavoidable and some sectors are already impacted. Whether AGI leads to a post-work world, or how 

fast changes will happen, is uncertain.

Economic and fiscal shocks: A rapid and sustained rise in unemployment will severely strain federal income tax revenues while 

creating major demand for government assistance. It could also cause a rise in mortgage defaults and major shifts in consumer 

spending, impacting finance and other sectors.

Public unrest: While AGI is an unfamiliar and complex global issue, when Canadians see their current jobs disappear and realise 

there may never be a replacement, or a major incident makes them realise their lives are at risk, public unrest could erupt and AI 

developers may need to be protected.

AI-led eraHuman-led era
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https://aistatement.com/
https://www.rand.org/content/dam/rand/pubs/perspectives/PEA3600/PEA3691-4/RAND_PEA3691-4.pdf
https://www.bbc.co.uk/programmes/m0012fnc
https://thelogic.co/comment/kevin-carmichael-the-ai-fairy-tale-has-taken-an-uncomfortable-twist/
https://www.convergenceanalysis.org/fellowships/spar-economics/funding-government-in-the-age-of-ai


P R E P A R I N G  F O R  T H E  A I  C R I S I S :   A  P L A N  F O R  C A N A D A 03

At its core, AGI governance is a challenge of 1) human coordination, and 2) technical competence. Can the world agree on what to do 

and organise itself accordingly, and can technologists safely deliver the desired systems? Despite the risk that AGI could be developed 

soon, most governance proposals are still early stage and experimental. We list here the broad strategies commonly discussed:

Shape lab actions: Nations directly regulate frontier labs within their jurisdictions, or buy equity stakes and Board seats on foreign 

ones, in order to better shape their actions in the public interest.

Reshape the field: Nations pool resources for a central entity (�CERN for AGI�) that could buy up the talent and compute to lead 

the field, mitigate global competition, and share the benefits evenly.

Distribute frontier AI and its benefits: Give all nations simultaneous access to the latest models, to reduce the odds that any lab, 

country or misaligned AGI system gains a decisive advantage. Avoid wealth concentration by sharing AI windfalls and ensuring 

equal access to AI services.

The first mover pivotal act: The first lab to build AGI safely, tasks it with governing AGI. This can be an "AI cop" that polices other 

AI systems and protects against misaligned ones, or that polices human rogue actors (states, labs, individuals) that contravene a 

global treaty.

Broad approaches to governing AGI development

From Global Solutions to National Action

While it would bring unprecedented benefits, smarter-than-human AI would fundamentally reshape human life, likely cause multiple 

crises, and risk permanent loss of control. It would be, to say the least, a very grave undertaking requiring careful deliberation. With every 

living being impacted,    the decision to pursue AGI should involve extensive public, scientific, and international consultations.

If there is a collective desire to proceed, the world would also be wise to take its time getting the technology right. Building it is at least 

as technically complicated as building a spaceship, but in the case of AGI, all of humanity will be on the first test flight. Permanent loss 

of control is possible with the first capable systems, and major job and geopolitical impacts will likely happen before then. Moreover, 

the current "move fast and break things" culture in the tech sector, combined with well-documented instances of megalomania, poor 

cybersecurity, and "Feel the AGI" chants at corporate parties, suggests that the companies most likely to build AGI first are currently not 

trustworthy. However, AI development is a global phenomenon and there are strong military and economic incentives to race ahead. 

This means that countries that pause unilaterally will be at the mercy of those who don�t, and economic sanctions alone are unlikely to 

stop rogue actors. A global pause would require levels of cooperation, verification, and enforcement never seen before in human 

history.

Should AGI be built, or should its development be paused?

Research is urgently needed to better assess these options and propose alternatives. However, with all strategies one thing becomes 

clear:     Every responsible path forward on AI requires a global deal.   These can range from a statement of shared principles for labs 

and AGI systems to abide by, to establishing a central agency to build or govern it, to treaties on mitigating the AI arms race and sharing 

AI�s benefits, to globally enforced restrictions on its development. Despite the current rise in geopolitical tensions, every party is at risk 

of losing control of any AGI system they build and faces the prospect of millions of unemployed. The intensity of the AI crisis could 

therefore open doors to collaboration that were assumed closed.

https://gizmodo.com/he-s-a-megalomaniac-vcs-reportedly-fed-up-with-openais-1851366811
https://www.theatlantic.com/technology/archive/2023/11/sam-altman-open-ai-chatgpt-chaos/676050/
https://judiciary.house.gov/sites/evo-subsites/republicans-judiciary.house.gov/files/evo-media-document/toner-testimony.pdf
https://judiciary.house.gov/sites/evo-subsites/republicans-judiciary.house.gov/files/evo-media-document/toner-testimony.pdf
https://en.wikipedia.org/wiki/CERN


Ultimately,    global solutions for AGI will need to be driven by nations.    While the influence of leading technology firms has been rising 

and could reach a tipping point with AGI, the authority to act on behalf of the public, and the legal and military means to do so, remains 

with national governments. Moreover, international bodies like the United Nations and its AI initiatives will only be as effective as 

member states make them. Finally, national governments are also clearly responsible for ensuring their country�s overall preparedness 

for the impacts of AGI development within their borders.

To advance global solutions while building resilience at home, Canada has a number of practical options, such as:

P R E P A R I N G  F O R  T H E  A I  C R I S I S :   A  P L A N  F O R  C A N A D A 04

Like other countries, the Canadian government has not yet responded to AGI development. Its priority has been to advance AI research 

and ensure economic competitiveness. Initiatives in this vein included the 2017 Pan-Canadian AI Strategy (PCAIS), and $2.4B in budget 

investments in 2024 to provide Canadian organisations access to AI compute and to accelerate AI adoption. This has continued with 

the new government�s focus on harnessing AI to strengthen Canada�s economy. 

Governance efforts have been focused on pre-AGI systems, such as the 2019 Directive on Automated Decision-Making, 2022 Bill C-27 

AI & Data Act (did not pass), 2023 guide for government use and voluntary code for industry. Canada also co-founded GPAI and 

approved resolutions at the G7, UN, and on military use. The most forward-looking steps taken were the signing of the Bletchley Decla-

ration, and earmarking $0.1B of the 2024 AI budget investments for displaced workers and an AI Safety Institute (CAISI,) which now has 

a Safe and Secure AI Advisory Group.

More promisingly, the new federal government established a Ministry of AI and AI Task Force, expanding its capacity to act and signal-

ing a new seriousness about the technology. They also provided funding for the UK AISI�s AI Alignment Project and have been meeting 

with scientists, suggesting that safety concerns are being considered. In short, while Canada has not yet mounted a response to AGI, 

the new federal government is well placed to do so.

The toolkit for governments

Steps taken so far

Capacity building: Hire and upskill the talent needed for an effective government response, establish task forces and committees to 

study the issues and direct action, ensure ministries, parties, and jurisdictions are well informed and able to coordinate, harness 

existing AI.

Foreign policy: Host and fund global talks and institutions focused on AGI, present actionable treaty proposals, lobby other nations 

and build alliances, promote scientific cooperation, support international institutions, apply best practices gleaned from other global 

crises.

Security policy: Strengthen critical infrastructure cyberdefenses, grow AI and drone defense capacity, prepare security agencies for 

AI-enabled CBRN proliferation.

Economic policy: Ensure sovereign compute capacity, boost productivity via responsible adoption, require AI labelling and privacy 

protections, ban unacceptable capabilities.

Fiscal policy: Prepare the tax base for disruption to employment revenue and increase in assistance need, explore a Universal Basic 

Income and AI for efficient public services.

Investments in research: Clarify the science, timelines, and impacts of AGI, and develop the technical and policy solutions needed 

to mitigate the risks and harness the benefits.

Public engagement: Clearly and regularly communicate the situation to Canadians along with the plan to address it, and consult 

extensively to ensure that policies reflect the public interest.

https://www.un.org/en/delegate/two-new-mechanisms-promote-cooperation-ai-governance
https://aigs.ca/bill-c-27-written-submission.pdf
https://cifar.ca/ai/
https://en.wikipedia.org/wiki/Universal_basic_income
https://en.wikipedia.org/wiki/Universal_basic_income
https://www.convergenceanalysis.org/ai-regulatory-landscape/ai-and-chemical-biological-radiological-and-nuclear-hazards
https://budget.canada.ca/2024/report-rapport/chap4-en.html#s4-1
https://globalnews.ca/news/11234071/canada-ai-minister-economic-benefit-less-regulation/
https://budget.canada.ca/2024/report-rapport/chap4-en.html#s4-1
https://www.parl.ca/legisinfo/en/bill/44-1/c-27
https://www.canada.ca/en/government/system/digital-government/digital-government-innovations/responsible-use-ai/guide-use-generative-ai.html
https://ised-isde.canada.ca/site/ised/en/voluntary-code-conduct-responsible-development-and-management-advanced-generative-ai-systems
https://www.tbs-sct.canada.ca/pol/doc-eng.aspx?id=32592
https://www.parl.ca/legisinfo/en/bill/44-1/c-27
https://gpai.ai/about/
https://www.gov.uk/government/publications/ai-safety-summit-2023-the-bletchley-declaration/the-bletchley-declaration-by-countries-attending-the-ai-safety-summit-1-2-november-2023
https://ised-isde.canada.ca/site/ised/en/canadian-artificial-intelligence-safety-institute
https://www.state.gov/political-declaration-on-responsible-military-use-of-artificial-intelligence-and-autonomy/
https://www.japan.go.jp/kizuna/2024/02/hiroshima_ai_process.html#:~:text=Amid%20the%20growing%20global%20debate,%2C%20secure%2C%20and%20trustworthy%20AI.
https://news.un.org/en/story/2024/03/1147831
https://ised-isde.canada.ca/site/advisory-council-artificial-intelligence/en/safe-and-secure-ai-advisory-group
https://www.gov.uk/government/publications/ai-safety-summit-2023-the-bletchley-declaration/the-bletchley-declaration-by-countries-attending-the-ai-safety-summit-1-2-november-2023
https://bsky.app/profile/yoshuabengio.bsky.social/post/3lwuhqiacus22
https://en.wikipedia.org/wiki/Minister_of_Artificial_Intelligence_and_Digital_Innovation
https://www.canada.ca/en/innovation-science-economic-development/news/2025/09/government-of-canada-launches-ai-strategy-task-force-and-public-engagement-on-the-development-of-the-next-ai-strategy.html
https://alignmentproject.aisi.gov.uk/
https://bsky.app/profile/yoshuabengio.bsky.social/post/3lwuhqiacus22
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"We will have to do things that

we haven't imagined before,            

at speeds we didn't think possible." 

Prime Minister Mark Carney, 2025

This opens a window of opportunity for Canada. Like other nations, our response so far hasn�t addressed AGI. And like other nations, 

we cannot protect our citizens from its risks on our own, making a global solution our only option. But unlike many nations, Canada is 

unusually stable and educated, well suited to piloting public consultations. We have top AI talent able to advance the urgently needed 

technical and policy solutions. Our good international reputation, combined with the fact that we are unlikely to build AGI first, make us 

an ideal neutral broker. Our new government is ambitiously staffed with top talent including a first-ever Minister of AI, who is already 

taking steps to strengthen our national resilience. And our new Prime Minister, with extensive global relationships and experience at the 

helm navigating the financial, COVID and climate crises, is arguably the best placed national leader in the world to spearhead a global 

response to AGI.

And so we face a choice: we can imitate other nations in the global AI race towards crisis and assume it�s not up to us to take 

responsibility for the whole. We can tell ourselves the US and China will never commit to any global deal and so not even try. We can 

wait for the crises to develop only to realise once AGI is built it�s too late to meaningfully respond. Or we can act now and act fast. We 

can recognise that every country will need a solution for millions of unemployed workers, and risks losing control of any AGI system 

they build. And we can focus our attention and resources on getting right a technology that will reshape everything Canadians care 

about.

To overcome the AI crisis and ensure a future that benefits all, governments and labs will need to present an actionable plan that is big 

enough to overcome the global forces driving us towards the precipice. Doing so is essential to retain public confidence, AI worker 

safety, and geopolitical stability. 

In this global crisis,    Canada�s best contribution is leadership     � to raise our hand and provide a rallying point, to think ahead when 

others have their heads in the present, to set the example by building resilience at home, and, most importantly, to provide the vision 

and raw determination needed to overcome the odds and begin shaping a global narrative that Homo Sapiens isn�t done yet. We may 

have less than 18 months to put global solutions in place. Let�s get to work.

As with the lead-up to previous crises, there is currently 

no adult in the room, no global monitoring and account-

ability system ensuring that AI development is safe and 

beneficial for all. 

On the contrary, AI development is currently the Wild 

West, with the big US and Chinese tech firms leading 

a global race to release the next capability and reap the 

reward, while lobbying governments to limit regula-

tions. Blind faith in technology prevails, with few asking 

�Where is this headed?�.

Governments and international bodies have for the most part responded with a proliferation of half-measures � laws that are hard to 

implement, volunteer codes easily ignored � focused on reacting to yesterday�s AI. The few forward-looking efforts, such as the UK AI 

Security Institute audits of frontier models, the EU AI Act�s Chapter 5 requirements, are at best a partial solution. Meanwhile, this year�s 

global AI Safety Summits series was renamed the AI Action Summit to focus on economic opportunity, relegating the International AI 

Safety Report to a side event. While concern about AGI and short timelines has been openly expressed by leaders such as JD Vance 

and Ursula Von der Leyen, no one has presented a serious plan.

Canada’s Opportunity to Lead

https://www.theguardian.com/technology/2024/apr/10/ai-race-heats-up-as-openai-google-and-mistral-release-new-models
https://time.com/6288245/openai-eu-lobbying-ai-act/
https://www.aisi.gov.uk/about
https://assets.publishing.service.gov.uk/media/679a0c48a77d250007d313ee/International_AI_Safety_Report_2025_accessible_f.pdf
https://www.nytimes.com/video/opinion/100000010172754/jd-vance-on-his-faith-and-trumps-most-controversial-policies.html
https://www.innovatingcanada.ca/technology/future-of-ai/canada-leads-the-world-in-ai-talent-concentration/
https://ec.europa.eu/commission/presscorner/detail/en/speech_25_1284
https://assets.publishing.service.gov.uk/media/679a0c48a77d250007d313ee/International_AI_Safety_Report_2025_accessible_f.pdf
https://en.wikipedia.org/wiki/AI_Safety_Summit
https://www.aisi.gov.uk/about
https://artificialintelligenceact.eu/chapter/5/
https://www.epc.eu/publication/The-Paris-Summit-Au-Revoir-global-AI-Safety-61ea68/
https://time.com/6288245/openai-eu-lobbying-ai-act/
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Accelerating developments in AI are enabling important opportunities, but the concerns about its impacts on jobs, education, relation-

ships, culture, misinformation, privacy, cybercrime, and warfare are growing and are early symptoms of a brewing global crisis. Leading 

AI labs such as OpenAI and Google DeepMind are developing AI (AGI), and could succeed in as little as 1-3 years. Smarter-than-human 

AI would disrupt almost every aspect of Canadians� lives, and scientists warn of permanent loss of control. Its development is likely to 

cause a range of global crises including major accidents, geopolitical conflict, systemic job losses, economic and fiscal shocks, and 

public unrest. Canada�s only option is a global solution, and is well placed to lead one. To seize this opportunity and prepare Canada for 

the AI crisis, the federal government should focus on the following four actions by Q3 2026:

Rationale: While domestic action alone cannot protect Canadians 

against AGI risks, plenty can and must be done to mitigate the 

secondary impacts - such as AI-powered cyberattacks on critical 

infrastructure, supply chain disruption from accidents or conflict, 

fiscal shocks from sustained job losses, and loss of access to 

foreign compute. By taking the initiative at home, Canada will be 

in a stronger position to navigate the AI crisis and negotiate from 

a position of strength. Moreover, the Minister of AI has already 

taken the lead on some of these measures.

Rationale: Governments may have less than 18 months to shape a 

technology that will permanently reshape all other aspects of 

human life. Much like with COVID in 2020, there are times when the 

responsible thing for government to do is to focus top leadership 

on the crisis at hand and re-assess the priority of other files 

accordingly. Given its wide scope, success will require 

coordination across cabinet, parties, and jurisdictions.

Pivot to meet the AI crisis

Establish a permanent task force on AGI chaired by the PM

Involve key Ministers, Opposition leaders, and Premiers

Reassess the priority of files and projects likely to be 

significantly disrupted by AGI

1

Spearhead the global response Rationale: International agreements will be essential to reduce 

conflict, increase safety, and ensure the benefits of AI are widely 

shared. Top issues should include whether to attempt a global pause 

or a �CERN for AGI� initiative and how to avoid winner-take-all 

scenarios. As a neutral broker with a new PM experienced in global 

crises, Canada is uniquely well placed to spearhead such talks. Doing 

so is the government�s biggest opportunity to ensure AI is safe and 

beneficial for all.

Jumpstart global talks on AGI and host a summit by early 

2026

Ground discussions in latest scientific findings and public 

consultations

Invest in research to advance governance solutions

2

Build Canada's resilience

Economic: Build sovereign compute capacity, diversify 

supply chains, harness existing AI

Fiscal: Prepare for income tax loss, assistance needs

Security: Strengthen critical infrastructure, defence capacity

Societal: Require AI labelling, ban unacceptable capabilities

3

Engage Canadians in a national  
conversation on AI

Rationale: Even if the safety risks are managed and the benefits 

shared, AGI will fundamentally transform people�s lives. Managing 

this transition and ensuring it reflects the will of Canadians will 

take time and needs to start early. With its relative stability, 

educated population, and strong AI ecosystem, Canada is in a 

good position to pilot such a conversation.

Nationwide public consultations to educate and consult 

with the public on core AGI decisions

Use findings to inform domestic and foreign policy 

decisions

4

Preparing for the AI Crisis: A Plan for Canada

https://openai.com/about/
https://deepmind.google/about
https://en.wikipedia.org/wiki/Artificial_general_intelligence
https://judiciary.house.gov/sites/evo-subsites/republicans-judiciary.house.gov/files/evo-media-document/toner-testimony.pdf
https://idais.ai/dialogue/idais-shanghai/

